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Abstract—Deep learning models have shown great results at
detecting and classifying objects in other domains like medical
imaging and robotics, but deep learning is still underutilized in
ocean applications such as analyzing underwater video. Working
collaboratively with NRC and DFO, we aim to bridge this gap
and develop deep learning methods and best practices designed
for studying fish health and biodiversity.

The goals of this research are twofold a) Detection and
classification of different species of fish in the underwater video
camera data gathered by DFO b) Quantification of the number
of samples of different species required to train an efficient
classification and detection model.

This abstract presents preliminary results from applying the
widely used YOLOv4 object detection and classification model
to two species of fish in the dataset. This work is a first step
towards better understanding biodiversity and fish health and
the impact of human activity such as seismic testing on fish.

Index Terms—Object detection and classification, underwater
video camera data, fish detection and classification

I. INTRODUCTION

Analyzing underwater video data is expensive, time-
consuming, manually intensive, and requires lot of domain
expertise. Underwater video data also poses challenges like
low light conditions, occluded fish, and background confusion
1 due to vibrant seabed structures that deep learning models
have been proven to be sensitive to.

Fig. 1: Challenges in the underwater video camera dataset
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The primary objective of the conducted research is to
successfully detect and classify different species of fish in
underwater video data. A secondary objective of this research
is to determine the number of samples of different species of
fish required to develop an efficient and accurate deep learning
model to inform data collection efforts.

In this preliminary research, we present the results from
training a model to successfully classify and detect 2 species of
fish: Cod and Striped Wolffish. We argue that 1000 samples of
each class are sufficient to train a model that can successfully
detect and classify Cod and Striped Wolffish.

II. RELATED WORK

Although deep learning has been widely applied to data in
various domains extensively in the last few years, its applica-
bility to underwater video data remains severely underutilised.
Species classification has been the major focus in this domain
[2]. Although [9] showed that deep learning can be applied to
unconstrained underwater video data, their work focused on
a fish/no-fish binary detection and classification model. Other
works that use deep learning algorithms for fish detection and
classification use data acquired from high resolution cameras
[7] or data acquired in controlled environments [4] or use
different kind of data like acoustic data [3].

[6] describes the camera infrastructure used to acquire this
data and explored the feasibility of applying machine learning
algorithms to this dataset by classifying and detecting different
species of fish in a subset of 200 frames. This research, in its
preliminary form extends [6]’s work to the entire dataset, and
quantifies the number of each species of fish required to train
an efficient classification and detection model.

III. DEFINITIONS

A. Intersection over Union (IoU)

IoU is the ratio of area of overlap and area of union between
the ground truth annotation and the model’s prediction.

IoU =
Area of Overlap

Area of Union
(1)



B. Mean Average Precision (mAP)

Mean average precision is the average of the average
precision(AP) of each class. AP is computed as the area under
the precision-recall curve.

mAP =
1

N

N∑
i=1

APi (2)

where N is the number of classes.

IV. MATERIALS AND METHODS

The dataset has been acquired by placing cheap inexpensive
cameras at an approximate depth of 450-500m along the ma-
rine slopes of the Northeast Newfoundland marine refuge. 89
videos, recorded at 30fps, have been annotated by a fish expert
at DFO using the VIAME [8] platform. The annotated dataset
has 8 species of fish, with the class distribution described in
I. The 89 videos are partitioned into training, validation and
test splits with a a 75-15-15 ratio, based on the distribution of
the frequency of frames with fish in each video.

Species Name Count
Cod 18052

Roughhead Grenadier 5830
Striped Wolffish 5459

Thorny Skate 2081
Spintail Skate 875

Wolffish 789
Redfish Mentella 172

Turbot 34

TABLE I: Species and their frequencies in the dataset

Yolov4 [1], a standard deep learning classification and
detection model, is successfully trained to classify and detect
two species of fish: Cod and Striped Wolffish, with pretrained
weights from MSCOCO dataset [5] .

To quantify the number of samples of each species of fish
required to train an efficient classification and detection model,
subsets of 200, 500, 1000 and 2000 frames of each species of
fish are a) randomly and b) sequentially subsampled from the
dataset and performance is evaluated on a) validation set with
only Cod frames and b) validation with Cod frames and water
frames.

V. RESULTS AND DISCUSSION

For simplicity, we start by training yolov4 models to clas-
sify and detect Cod, and extend the experiments to Striped
Wolffish. To compare the performance of the trained models,
we observe mean average precision (mAP) across different
Intersection over Union (IoU) thresholds.

A. Training on Cod frames; Validation on Cod frames

We expect the performance of supervised learning models
to improve with increase in the number of training samples.
Contradictorily, in 2a, we observe that the model trained with
500 Cod performs worse than the model trained with 200 Cod.
We attribute this degradation in performance to the poor video
quality in one of the two videos used to train the 500 Cod

(a)

(b)

Fig. 2: a) Performance evaluation of models trained on sequen-
tially subsampled Cod frames and validated on Cod frames.
b) Performance evaluation of models trained on randomly
subsampled Cod frames and validated on Cod frames

model. To mitigate the potential bias that can be caused by a
single low quality video and curate a training set that is more
representative of the test set, subsets of 200, 500, 1000 and
2000 frames are randomly sampled from the training set. Fig
2b shows the mAP of the randomly subsampled models across
different IoU thresholds.

B. Training on Cod frames; Validation on water frames

The average ratio of frames with water (frames without
any annotated objects) to the frames with fish in the dataset
is 5.6:1. To test the performance of the trained models on
water frames, we curate a validation set with Cod frames
and water frames. Fig 3 plots the mAP of models trained on
randomly subsampled sets of Cod and validated on Cod and
water frames. 10% reduction in mAP is observed.

C. Training with water frames; Validation on water frames

We hypothesise that adding water while training will reduce
false positives and improve the performance of the trained
models on the validation set with water frames. We train



Fig. 3: Performance evaluation of models trained on randomly
subsampled Cod frames and validated on Cod and water
frames

models by adding 25, 50, 100 and 200 % water frames with
Cod frames during training. Although, reduction in mAP is
still observed on average, as shown in fig 4a, adding water
frames improves the performance of the models trained on
smaller subsets. We also note that the models trained with
little(25%) water and the models trained with lot(200%) of
water do better than other variations.

Similar experiments were performed adding another species,
Striped Wolffish to the training set: 4b.

VI. CONCLUSION

We successfully trained a yolov4 model to classify and
detect Cod and Striped Wolffish in deep underwater camera
data. We conclude that 1000 samples of each species of fish,
and an IoU threshold of 0.4 are ideal parameters to efficiently
classify and detect these species of fish in this dataset.

Furthermore, we learn that the models trained with just fish
do not generalise well when validated on water frames and
adding water frames while training is in itself not sufficient
enough to train a model that performs well on the validation
set with water frames.

VII. FUTURE WORK

We will extend our work to detect and classify all 8 species
of fish and determine the number of samples of each species
of fish required for efficient classification and detection.

Automating detection and classification of fish species will
enable monitoring of marine ecosystems at a much larger scale
than is manually feasible. This will serve as the first step
towards better understanding biodiversity and fish health and
the impact of human activity such as seismic testing on fish.
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